
Speech AI for All: Promoting Accessibility, Fairness, Inclusivity,
and Equity

Shaomei Wu
AImpower.org

Mountain View, California, USA
shaomei@aimpower.org

Kimi Wenzel
Human-Computer Interaction

Institute
Carnegie Mellon University

Pittsburgh, Pennsylvania, USA
kwenzel@andrew.cmu.edu

Jingjin Li
AImpower.org

Mountain View, California, USA
jingjin@aimpower.org

Qisheng Li
AImpower.org

Seattle, Washington, USA
qishengli@aimpower.org

Alisha Pradhan
Department of Informatics, Ying Wu

College of Computing
New Jersey Institute of Technology

Newark, New Jersey, USA
alisha.pradhan@njit.edu

Raja Kushalnagar
Gallaudet University

Washington, District of Columbia
USA

raja.kushalnagar@gallaudet.edu

Colin Lea
Apple

Cupertino, California, USA
colin_lea@apple.com

Allison Koenecke
Cornell University

Ithaca, New York, USA
koenecke@cornell.edu

Christian Vogler
Technology Access Program

Gallaudet University
Washington, District of Columbia

USA
christian.vogler@gallaudet.edu

Mark Hasegawa-Johnson
The Grainger College of Engineering

University of Illinois
Urbana-Champaign

Urbana-Champaign, Illinois, USA
jhasegaw@illinois.edu

Norman Makoto Su
Department of Computational Media
University of California, Santa Cruz

Santa Cruz, California, USA
normsu@ucsc.edu

Nan Bernstein Ratner
Department of Hearing and Speech

Sciences
University of Maryland, College Park

College Park, Maryland, USA
Neuroscience and Cognitive Science
University of Maryland, College Park

College Park, Maryland, USA
nratner@umd.edu

Abstract
Trained and optimized for typical and fluent speech, speech AI
works poorly for people with speech diversities, often interrupting
them and misinterpreting their speech. The increasing deployment
of speech AI in automated phone menus, AI-conducted job inter-
views, and everyday devices poses tangible risks to people with
speech diversities. To mitigate these risks, this workshop aims to
build a multidisciplinary coalition and set the research agenda for
fair and accessible speech AI. Bringing together a broad group of
academics and practitioners with diverse perspectives, including
HCI, AI, and other relevant fields such as disability studies, speech
language pathology, and law, this workshop will establish a shared
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understanding of the technical challenges for fair and accessible
speech AI, as well as its ramifications in design, user experience,
policy, and society. In addition, the workshop will invite and high-
light first-person accounts from people with speech diversities,
facilitating direct dialogues and collaboration between speech AI
developers and the impacted communities. The key outcomes of
this workshop include a summary paper that synthesizes our learn-
ings and outlines the roadmap for improving speech AI for people
with speech diversities, as well as a community of scholars, practi-
tioners, activists, and policy makers interested in driving progress
in this domain.

CCS Concepts
• Human-centered computing → Accessibility; Human com-
puter interaction (HCI); • Computing methodologies → Arti-
ficial intelligence; • Social and professional topics → Com-
puting / technology policy.
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1 Motivation
Speech AI technologies have evolved and proliferated at an accel-
erating pace, transforming how we communicate and interact with
others and the world. While advancements in automatic speech
recognition (ASR) and speech synthesis have unleashed a wide
range of applications, such as smart speakers, automated phone
agents, AI interviewers, and in-car speech interfaces, the wide-
spread adoption of these technologies also introduces barriers and
fairness issues for people with speech diversities. Trained and op-
timized for “typical”1 speech, existing ASR models have signifi-
cant difficulty in processing speech with diverse patterns such as
stuttering [13, 15], deaf speech [7], speech patterns of individuals
experiencing age-related changes [19, 25], aphasia [11], second lan-
guage speech [10, 27], as well as regional vernaculars and ethnic
dialects [12]. As a result, ASR-powered systems often misinterpret
the speech of people with speech diversities, interrupt them pre-
maturely, or fail to provide accurate responses and transcriptions.
The inability of speech AI systems to work with diverse speech
not only creates additional barriers for people with speech diversi-
ties to interact with popular products and services, like personal
voice assistance and automated phone menus, but may also lead
to more serious psychological harms [5, 26] and reduced economic
opportunities [16, 28].

In addition to the lack of inclusivity in recognizing and under-
standing diverse speech patterns of end users, researchers are draw-
ing attention the inherent inequalities within the current design
of speech-based interfaces due to the voices these technologies
represent: speech-based interfaces can reinforce “whiteness as the
norm” through its default voice [4, 18, 20]. Artificial, yet, human-
like speech, can encode attributes like gender, race, age, and class
[24]. When these attributes are centered solely around dominant
groups [6], as is often the case with commodity speech interfaces,
they can have significant ramifications at a societal level.

The workshop will examine and address the accessibility and
fairness of speech AI (both foundation speech models and the sys-
tems powered by them) for people with speech differences as well
as encourage discussions on the equitable design of artificial speech.
We aim to bring together researchers, practitioners, policy makers,
and community advocates to form a cross-sector coalition for fair
and accessible speech AI.

1In this workshop, we define typical speech to include fluent speech, speech with a
dominant accent (often embodied by those with higher socioeconomic classes), and
dominant vernaculars.

1.1 Workshop Themes and Objectives
The workshop will center the lived experiences and expectations of
those most affected by disparities in speech AI performance. Based
on this grounding, participants will then have opportunities to
present and discuss the technical and design challenges and oppor-
tunities for fair and accessible speech AI, as well as the norms and
public policies that underpin these challenges and opportunities.

• Understanding the Lived Experience—We recognize the
inherent relational nature of AI disparities and the epistemic
privileges held by marginalized communities to identify and
address harm [3]. Our workshop aims to elevate the voices
of those most affected through our organizing team, invited
speakers, and attendees. Accordingly, we will discuss the
disparate cognitive and emotional burdens of speech AI
[17, 26, 27, 29, 30], its social impacts on stigmatizing and
suppressing speech diversities [9, 14], and its historical roots
in structural inequalities [2, 23]. A further objective under
this theme is to outline opportunities for allyship.

• Showcasing Solutions—Grounded in the experiences of
affected users, our workshop will capture incremental solu-
tions to speech AI inequities. This will include both technical
and design approaches proposed by the research, non-profit,
and industry communities. For example, we ask: What met-
rics for speech recognition systems are the most respectful
and representative of the experiences of marginalized users?
What is the most equitable approach to engage the affected
communities in data collection and solution development?
How do we balance long-term capacity building versus short-
term band-aid solutions? Through presentations, demos, and
discussion, this workshop will offer human-centered techni-
cal, measurement, and design recommendations.

• Unpacking Norms and Policy—While many developed
countries have laws and regulations to protect marginalized
groups against systematic inaccessibility and discrimination,
current legal and policy frameworks have also fallen be-
hind with the rapid development of AI technologies and new
challenges they bring [22, 31]. Our workshop will attend to
the structures and norms that underlie the challenges and
progress in fair and accessible speech AI. We will discuss and
propose policy recommendations - such as assessments and
requirements for ASR performance parity for both typical
and diverse speech, as well as advocacy avenues - such as aca-
demic conference accessibility guidelines that accommodate
speech diversity.

2 Organizers
Shaomei Wu is a person who stutters and the founder of AIm-
power.org – a tech non-profit researching and co-developing in-
clusive videoconferencing and speech AI technologies for, with,
and by the stuttering community. Her research focuses on fairness
and ethics in mainstream technologies, including social media, AI,
and videoconferencing. She has co-organized workshops at CSCW,
Meta, and National Stuttering Association’s annual conference and
served as a workshop co-chair for ICWSM.
Kimi Wenzel is a PhD student at Carnegie Mellon University’s
Human-Computer Interaction Institute. Her research centers on
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understanding the downstream representational harms of speech
AI.
Jingjin Li is a research fellow at AImpower.org where she leads re-
search on co-designing inclusive Speech AI and videoconferencing
tools with the stuttering community. She has co-organized panels
and served on the organizing committee for CSCW and DIS.
Qisheng Li is a research engineer at Meta Reality Labs and a
research fellow at AImpower.org where she leads the community-
led Chinese stuttered speech dataset creation and benchmarking
project. Her research interests lie in HCI and AI, with a emphasis on
AI for social good, crowdsourcing, and evaluation. She has served
on the program committee at ASSETS and CSCW.
Alisha Pradhan is an Assistant Professor in the Department of
Informatics at the New Jersey Institute of Technology. Her research
has examined design and use of conversational voice technologies
by older adults, in particular identifying the accessibility benefits
and barriers posed by these technologies, and engaging older adults
in design of equitable voice technologies. She has co-organized
workshops and panels at conferences including, ACM CHI and
UbiComp.
Raja Kushalnagar is a Deaf Professor and Director of the Arti-
ficial Intelligence, Accessibility and Sign languages Center with
deaf-accented speech. His research explores the accuracy and us-
ability of conversational voice technologies by deaf and hard of
hearing people, and fairness, equity and inclusion in AI models and
platforms. He has served on the program committee at ASSETS,
ICCHP and CSUN.
Colin Lea is a research scientist and manager at Apple. His group
focuses on making interactive technologies — especially speech —
more inclusive for people with disabilities. His work is at the inter-
section of machine learning, HCI, and accessibility and emphasizes
data collection/curation and ML modeling.
Allison Koenecke is a mainstream American English speaker, and
an Assistant Professor of Information Science at Cornell University.
Her research on algorithmic fairness includes auditing disparities
in ASR system performance, especially among underrepresented
speech populations including African American English, d/Dhh,
and aphasic speakers.
Christian Vogler is a deaf person who speaks English with an
accent that derives both from his German roots and his deafness.
He is the director of the Technology Access Program at Gallaudet
University and has led numerous grants and projects on accessible
technologies for the DHH. Some of his most recent work focuses
on both text-to-speech and speech-to-text technologies for DHH
people. He has served on the organizing committee of conferences
and workshops, including ASSETS, Gesture Workshops, AI-related
workshops, and others.
Mark Hasegawa-Johnson is a Professor of Electrical and Com-
puter Engineering at University of Illinois Urbana-Champaign. He
is a Fellow of the Acoustical Society of America, a Fellow of ISCA,
and a Fellow of the IEEE for contributions to speech processing of
under-resourced languages. Professor Hasegawa-Johnson is Editor-
in-Chief-elect of the IEEE Transactions on Audio, Speech, and Lan-
guage, member of the ISCA Diversity Committee, and Technical
Program Chair of IEEE ASRU 2025.
NormanMakoto Su is an associate professor in the Department of
Computational Media at UC Santa Cruz. His research interests lie in

human–computer interaction (HCI) and computer–supported coop-
erative work (CSCW). He directs the Authentic User Experience Lab
(AUX Lab), where they integrate empirical and humanistic methods
in HCI to study and design with subcultures. He has published
work on collective action and around new forms of and challenges
with AI work and the techlash. He has co-organized workshops at
CHI, CSCW, and GROUP.
Nan Bernstein Ratner is a professor in the Department of Hear-
ing and Speech Sciences at the University of Maryland, College
Park. Her primary areas of research are fluency development and
disorder, psycholinguistics, and child language development. Nan
is a co-founder and co-manager of FluencyBank [21], a corpus of
annotated disfluent speech that has been highly influential in both
fluency research and speech AI development. She is a longstand-
ing organizer of sessions for the Annual Meeting of the American
Association for the Advancement of Science and the recipient of
multiple NIH Conference grants (R15).

3 Pre-Workshop Plans
3.1 Target Audience
One overarching goal of this workshop is to bring together re-
searchers, practitioners, and stakeholders from various disciplines
and backgrounds to jointly develop a research agenda and a cross-
sector coalition. To achieve this, we will leverage the extended
networks of the workshop organizers to broadly advertise the work-
shop to a wide range of potential audiences, including academic in-
stitutions, tech companies, community organizations, professional
organizations, and policy/legal agencies. The workshop’s Call for
Participation will be shared in emails, social media, and offline
events.

We have also created a website at speechai4all.org to host relevant
information about the workshop, including the organizers’ bios and
background literature on this topic, allowing interested participants
to familiarize themselves with the workshop team and the topics
we aim to explore.

Interested participants will be invited to submit an application
form, sharing their disciplinary backgrounds and motivation to
participate, as well as an optional position paper, technical paper,
tech demo, design artifact, and/or policy brief. Participants will be
selected based on the relevance of their disciplinary backgrounds,
the synergy of their motivations, and the quality of submitted
materials, if any.

Expected size of attendance: we expect 20 to 30 in-person
attendees and around 10 remote attendees.

3.2 Plans to Publish Workshop Proceedings
As the workshop aims to build a cross-sector, interdisciplinary
coalition around fair and accessible speech AI, we encourage and
anticipate the participation of stakeholders from non-HCI and non-
academic fields. Therefore, we do not require the submission of a
paper and expect only a small number of papers presented at the
workshop. Participants will be encouraged to share their papers and
artifacts on open access platforms such as arXiv and GitHub. With
permission, accepted papers and artifacts will also be published on
the workshop website, along with recorded presentations.

speechai4all.org
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4 Workshop Structure
4.1 Workshop Format
4.1.1 In-person and Hybrid Plan. We plan for a one-day, in-person
and hybrid workshop comprised of varied activities, including
micro-keynote provocations, community panel discussions, pre-
sentations of position papers, and themed small group discussions
to explore the challenges and opportunities for fair and accessi-
ble speech AI. Most of the planned activities will be conducted in
person to facilitate in-depth interactions and networking among
participants. However, as one of our goals is to build a movement
and coalition for inclusive speech AI, we will also invite people with
speech diversities and domain experts from non-HCI areas (e.g.,
speech language pathologists, policy makers) as “micro-keynote”
speakers and panelists. While we will seek sponsorship for travel
grants to assist micro-keynote speakers and panelists to attend the
workshop in person, we will also provide the option for them to
participate remotely to maximize inclusivity.

The remote speakers and panelists will participate through the
Zoom videoconferencing platform and real-time communication
channels such as Slack. Zoom meeting links and Slack invitations
will be sent out to all workshop attendees at least seven days prior
to the workshop to provide opportunities for the attendees to in-
troduce themselves in the Slack channel before the workshop.

4.1.2 Accessibility. Given the workshop’s emphasis on accessibil-
ity, fairness, inclusivity, and equity in speech AI, we will welcome
and expect attendees with speech diversities, such as deaf and hard
of hearing (DHH) individuals [8] and people who stutter. Sign lan-
guage interpreters and live transcriptions will be requested and
arranged to facilitate the full participation of all attendees in our
workshop. Additionally, we will implement the following measures
to accommodate diverse communication needs [1]: regulate turn-
taking using both physical hand-raising and the virtual hand-raise
button to prevent interruptions; reach out to all participants in ad-
vance to assess their specific needs and preferences; establish clear
ground rules at the start, emphasizing respectful communication,
speaking one at a time, and utilizing non-verbal channels like chat,
emojis, or written notes to ensure inclusive engagement for both
online and in-person participants.

4.1.3 Asynchronous Engagement. Asynchronousmaterials and con-
tent generated fromworkshop activities will be posted and regularly
updated on the workshop website to allow remote access and serve
as an informational portal after the workshop. A dedicated Slack
workspace will be set up at least one week prior to the workshop
to support asynchronous interactions before, during, and after the
workshop.

4.2 Workshop Activities
4.2.1 Introduction. We will start the day by introducing the struc-
ture and goals of the workshop and engaging the participants in an
icebreaker to get to know each other. The icebreaker activities will
be designed with consideration for the participants’ backgrounds
and accommodation needs, including the option to participate non-
verbally.

4.2.2 Micro-keynotes. Understanding the challenge with speech
AI is not only a technical problem. We will bring in the perspectives
from stakeholders and experts outside of HCI for three 20-minute
“micro-keynote” provocation talks, followed by discussions and
Q&A. We plan to invite experts from relevant fields such as disabil-
ity studies, speech therapy, and policy to facilitate cross-pollination
and ground the follow-up discussion in holistic approaches.

4.2.3 Community Panel. Different from the conventional, expert-
led model in most academic workshops, this workshop will actively
invite and highlight voices from the communities most impacted by
speech AI technologies. People with speech diversities will share
their first-person accounts of speech AI experiences in the com-
munity panel as the foundation for potential technical, design, and
policy interventions proposed at the workshop. A list of questions
for panelists will be pre-solicited fromworkshop participants before
the workshop. Ample time will also be reserved for participants to
have direct conversations with the panelists as well.

4.2.4 Paper Presentation. Participants who submitted position pa-
pers, technical papers, tech demos, design artifacts, and policy
papers will have the opportunity to present their work during the
workshop. While we expect fewer than 20 papers for the two paper
presentation sessions, we are also prepared to switch to a poster
presentation format if we receive a large number of high-quality
submissions.

4.2.5 Themed Small Group Discussion. We will prepare a list of
discussion topics in advance, along with interesting topics that
emerge during the workshop, to facilitate the formation of small
group discussions. Each group will select a moderator to lead a
one-hour, structured discussion on one or two specific topics as-
signed to the group and then reconvene with the entire workshop
to share their insights. The learnings and insights from these group
discussions will form the basis of a white paper that summarizes
our collective knowledge on this domain and proposes a research
agenda and design guidelines for fair and accessible speech AI.
Workshop participants will be invited to co-author the white paper
after the workshop.

A structured timeline for proposed activities can be found in Table 1.

5 Post-Workshop Plans
We will close the workshop with a discussion that reflects our
collective learnings and builds a plan to create momentum for fair
and inclusive speech AI for all.

The participants will be encouraged to publish their optional
papers on the workshop’s website for archival and visibility pur-
poses. They will have the opportunity to co-author a white paper
that summarizes the insights from the workshop and provides a
research roadmap for this topic. The white paper will be published
on the workshop’s website and submitted to ACM Interactions. The
participants will also be invited to form a cross-sector coalition,
organized through a mailing list as well as regular virtual meet-ups,
to drive forward the roadmap we built at the workshop.

Collectively, the coalition will also carry out follow-up activi-
ties such as identifying funding and collaboration opportunities
(e.g. joint grant proposals, shared projects), planning for additional
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Table 1: Proposed structure of the workshop

Time Format Activity
9:00 - 9:30 AM In-person Welcome & Introduction: Organizers will introduce the workshop, outline its goals, and

engage participants in icebreaker activities.
9:30 - 11:00 AM Hybrid Expert Micro-Keynote Provocations: Three 20-minute keynotes from experts beyond

the HCI community, followed by a 30-minute Q&A session.
11:00 - 12:00 PM In-person Paper Presentations: Participants will present accepted papers, followed by Q&A.
12:00 - 1:00 PM Lunch Break
1:00 - 2:00 PM In-person Paper Presentations: Continued presentations, followed by Q&A.
2:00 - 3:00 PM Hybrid Community Panel: First-person testimony and direct engagement with communities

impacted by speech AI.
3:00 - 3:15 PM Break
3:15 - 4:30 PM In-person Themed Discussion: Participants first form small groups around interested topics solicited

from workshop participants (15 mins), then engage in in-depth, structured discussions
within groups (1 hour).

4:30 - 5:00 PM In-person Group Sharing & Wrap-Up: Participants form different small groups and share their
discussion highlights with the whole workshop.

5:00 - 5:30 PM In-person Closing Remarks

workshops on fair and accessible speech AI at CHI or other venues
(e.g. NeurIPS, CSCW, FAccT), organizing special issues in relevant
journals, and establishing the infrastructure for industry-academic-
community partnerships.

6 Call for Participation
This one-day, in-person, and hybrid CHI 2025 workshop invites
researchers, practitioners, policy makers, and community members
interested in fair and inclusive speech AI technologies to explore
the challenges, impact, and opportunities of speech AI for people
with speech diversities.

Participants will have the opportunity to directly engage with
and learn from impacted communities and experts from techni-
cal and non-technical fields to build a deeper understanding of
the challenges and opportunities for fair and inclusive speech AI.
Leveraging the collective knowledge shared during the workshop,
participants will co-create a roadmap for fair and inclusive speech
AI, driven by a cross-sector coalition of scholars and stakeholders
formed through the workshop.

Participants are encouraged, but not required, to submit position
papers, tech demo papers, technical research papers, policy papers,
or experience reports and briefs from other fields, under the general
theme of understanding and improving speech AI technologies for
and with people with speech diversities. Accepted papers will be
presented during the workshop as oral or poster presentations, and
published on the workshop’s website.

Interested participants can apply by completing a digital form
to share their background and motivation for participation, with
an option to attach a paper of up to ten pages (plus references) in
the ACM single-column format.

The workshop organizing team will select participants based
on the alignment between the participants’ backgrounds and the
workshop themes, while striving to assemble a diverse group across
a range of disciplines, methodologies, and seniorities.
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