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Abstract

Current AI datasets are often created without sufficient gov-
ernance structures to respect the rights and interests of data
contributors, raising significant ethical and safety concerns
that disengage marginalized communities from contributing
their data. Contesting the historical exclusion of marginal-
ized data contributors and the unique vulnerabilities of speech
data, this paper presents a disability-centered, community-led
approach to AI data governance. More specifically, we exam-
ine the stuttering community’s preferences and needs around
effective stuttered speech data governance for AI purposes.
We present empirical insights from interviews with stutter-
ing advocates and surveys with people who stutter in both
the U.S. and China. Our findings highlight shared demands
for transparency, proactive and continuous communication,
and robust privacy and security measures, despite distinct so-
cial contexts around stuttering. Our work offers actionable
insights for disability-centered AI data governance.

Introduction
Recent advancements in artificial intelligence – particularly
large language models and Generative AI – have heavily re-
lied on vast amounts of human data (Bender et al. 2021).
Meanwhile, the rights and use of such data for AI devel-
opment have become increasingly contested issues among
scholars, policymakers, and the public (Leslie et al. 2022;
Wong 2023). As the extraction and control of personal data
by large corporations further concentrate power within AI
systems and broader society (Eubanks 2018), our study
seeks to redistribute this power by centering the values and
agency of a marginalized community – people who stutter
(PWS) – in the exploration and design of ethical data gover-
nance structures for stuttered speech data.

A second motivation of this work stems from the height-
ened safety and privacy risks associated with speech data
for the stuttering community. As social stigma and negative
stereotypes around stuttering are still pervasive, the risks of
contributing one’s speech data include potential misrepre-
sentation, leak of medical and health-related data, and invol-
untary disclosure of vulnerable personal identity, especially
when the data is used in contexts without the speaker’s ap-
proval or oversight. Our work seeks to surface and address
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these risks through open dialogues with the community, fos-
tering shared understanding and collaborative strategies for
risk mitigation. In doing so, we also aim to raise awareness
among community stakeholders who may not have fully
considered the ethical implications of working with speech
data from marginalized communities.

Finally, our work seeks to better understand the geo-
cultural factors in AI data governance. Existing research has
shown that privacy norms and trust in institutions vary across
locales (Bellman et al. 2004; Smith, Dinev, and Xu 2011),
and the stigma around stuttering – although present glob-
ally – is significantly stronger in China than in the United
States (Ma et al. 2023; Ip et al. 2012). As two leading play-
ers in the digital economy, China and the U.S. differ remark-
ably in both their regulatory approaches to AI and personal
data and in their citizens’ attitudes towards digital privacy.
While current U.S. data protection laws are sector-specific
and fragmented (US Privacy and Civil Liberties Oversight
Board 2025), the recently enacted China’s Personal Informa-
tion Protection Law (PIPL) (The National People’s Congress
of PRC 2021) provides broader personal data protection and
control to consumers, although it applies only to companies
but not the government (Kuzio et al. 2022). Despite limited
cross-country data on attitudinal difference in AI data gover-
nance, prior research indicated that Chinese citizens are gen-
erally more accepting of surveillance technologies – such
as face recognition – than their U.S. counterparts, particu-
larly when deployed by the government than private enter-
prises (Kostka, Steinacker, and Meckel 2021).

By comparing the perspectives of the stuttering commu-
nity in these two countries, we aim to challenge the Western-
centered, one-size-fits-all approaches to ethical data gover-
nance, and highlight the complex socio-geopolitical contexts
that shape the community’s needs and preferences regarding
how their data should be used and governed.

Guided by these motivations, our research asks:

• RQ1: How can we use and govern disability related data
in an ethical, respectable, and power-sharing way that
maximizes the community’s agency and control?

• RQ2: How do socio-geographical differences affect the
community’s preferences and needs with respect to data
governance?

Rather than treating PWS as passive data subjects, we en-



gage them as the knowers and experts in shaping a dataset
that reflects their needs, experiences, and collective prior-
ities. Through interviews with stuttering advocates and a
survey with PWS community members in both China and
the United States., we explore community preferences on
how stuttered speech data should be collected, used, and
governed. Our key findings are: 1) participants across both
regions shared clear preferences for how their data should
be used, largely aligning with prior literature on disability-
centered technology design. Use cases that directly bene-
fit the stuttering community—such as improving ASR ac-
cessibility, advancing clinical support, and supporting pub-
lic advocacy—-were consistently favored over commercial
or opaque applications; 2) participants emphasized the need
for ethical data governance practices that go beyond one-
time consent. They strongly advocated for continuous and
proactive updates on how their data is used, as well as ro-
bust security and privacy-enhancing mechanisms that offer
them ongoing control and protection. However, it is diffi-
cult for low-resourced, under-staffed organizations to imple-
ment these needs; and 3) despite substantial differences in
how stuttering is perceived culturally—such as the height-
ened stigma and disclosure challenges reported in China—
we found a similarity in governance values across both com-
munities. This suggests a shared set of needs and priori-
ties among PWS globally, emphasizing the universal impor-
tance of transparency, trust, and agency in the stewardship
of disability-related data.

Related Work
Stuttering and Speech AI
Stuttering is a neurodevelopmental condition that affects
more than 1% of the world population in behavioral,
emotional, and cognitive aspects (Bloodstein, Ratner, and
Brundage 2021). In addition, people who stutter are im-
pacted by cultural attitudes and social stigma around speech
disfluencies and disability (Ip et al. 2012). Stuttering varies
widely—both across and within individuals—ranging from
overt disfluencies (e.g., repetitions) to covert behaviors like
word substitution (Constantino, Campbell, and Simpson
2022; Tichenor and Yaruss 2021). These inherent diversi-
ties make it challenging to develop AI applications that
work well for stuttered speech. For example, automatic
speech recognition (ASR) systems often have significant
problems processing stuttered speech, showing word error
rates (WER) high as 50% in cases of severe stuttering, which
is 10 times the reported consumer average of 5% (Lea et al.
2023). As a result, speech AI applications present significant
barriers for users who stutter, which can lead to not only ac-
cess issues but also negative psychological effects such as
increased self-consciousness and lowered self-esteem (Coal-
son et al. 2022; Wenzel et al. 2023).

As modern ASR models are often trained over thousands
of hours of typical, fluent speech (Radford et al. 2023; Ardila
et al. 2020; Kourkounakis, Hajavi, and Etemad 2021), the
lack of diverse speech data sets remains a major bottleneck
for developing inclusive speech AI models that work well
for stuttering (Green et al. 2021; Tobin and Tomanek 2022;

Lea et al. 2023).
Despite increasing attention and efforts on creating atypi-

cal speech datasets (Lea et al. 2021; MacDonald et al. 2021;
Bernstein Ratner and MacWhinney 2018; Li and Wu 2024),
important questions and practical challenges remain about
how to collect and govern data from marginalized com-
munities in an ethical manner, such as informed consents,
long-term monitoring, collective ownership, and the poten-
tial misuse of speech data tied to vulnerable identity. Our
work focuses on these ethical considerations around data
collection and governance. We advocate for the involve-
ment of people with disabilities in decision-making pro-
cesses around speech AI development and data stewardship,
aiming to create research guidelines that ensure technologies
reflect their collective values and lived experiences.

Disability Datasets for AI
Recent progress in AI development has raised a growing
concern of the AI fairness and accessibility issues for peo-
ple with disabilities (PWD) (Guo et al. 2019; Whittaker
et al. 2019). The under- and mis-representation of PWD in
the data used to train and evaluate AI systems (Guo et al.
2019; Ggottermeier Skushalnagar Raja 2016) has directly
contributed to performance disparities observed across vari-
ous AI applications when interacting with PWD (Whittaker
et al. 2019; Gurari et al. 2018; Buyl et al. 2022)–from vi-
sion tools mislabeling images taken by blind users (Gurari
et al. 2018) to biased resume-screening algorithms (Buyl
et al. 2022; Glazko et al. 2024).

Researchers and industry practitioners have attempted
to mitigate these disparities through repurposed datasets
(e.g., VizWiz (Bigham et al. 2010)) and synthetic disability
data generation (Wu et al. 2019; Kourkounakis, Hajavi, and
Etemad 2021). However, these approaches often raise issues,
including extended consent beyond their original collection
purpose or reinforcing stereotypes (Whittaker et al. 2019;
Kiger 1992; Silverman, Gwinn, and Van Boven 2015).

Recognizing the limitations of repurposed dataset and
synthetic dataset, there has been growing efforts to col-
lect AI data directly from PWD (Kamikubo et al. 2024;
Kamikubo, Lee, and Kacorri 2023; Sharma et al. 2023; Park
et al. 2021). Theodorou et al. (2021) defined a “disability-
first dataset” as one that serves a disability community
first before potentially generalizing to serve all people
through the innovation it enables. A core aspect of creat-
ing disability-first datasets is ensuring that the experiences
and perspectives of people with disabilities are represented.
However, disability-first datasets remain rare in the AI in-
dustry, as current data collection practices – even when
focused on disabled populations – are largely commercial
and expert-driven, often depriving PWD of the power and
agency to make decisions about their data in AI develop-
ment. As a counterexample, this study adopts a disability-
first approach to establish a governance framework for data
of PWD, for PWD, and with PWD.

Data Justice
In response to concerns about data extraction and marginal-
ization, data justice has emerged as a critical lens for re-



thinking data governance through the lens of equity, agency,
and power redistribution, especially in contexts involving
disability, race, and structural exclusion. Data justice has be-
come a key framework for addressing these issues, centering
on structural power imbalances inherent in data collection,
use, and governance (Taylor 2017; Dencik 2022). Rather
than being neutral or objective, data infrastructures often
reflect and reproduce longstanding forms of exclusion, es-
pecially for communities that have historically been denied
control over how they are represented and whose voices are
routinely marginalized or misinterpreted (Benjamin 2023;
Taylor 2017). Data justice critiques how mainstream data
practices often reproduce systemic inequities, which is par-
ticularly pronounced in disability contexts, where the biopo-
litical nature of data (Benjamin 2018) intersects with histo-
ries of surveillance, medicalization, and paternalistic control
over bodies and voices.

Mainstream dataset practices are frequently extractive,
which means that data is taken from individuals or commu-
nities without effective consent, and then repurposed for use
in systems that those communities neither control nor bene-
fit from (Tuck and Yang 2014; Zuboff 2023). Marginalized
contributors are often excluded from these decision-making
processes, thereby further reinforcing digital marginality
(Costanza-Chock 2020). As Wong (2023) argues, even well-
intentioned data collection efforts at data stewardship of-
ten operate within opaque institutional norms and rarely de-
liver on their promise of meaningful community control.
This requires rethinking governance as a collaborative pro-
cess through participatory data stewardship. Some research
emphasizes that stewardship must be understood as ongo-
ing care work, not technical oversight (Tran et al. 2022;
Tseng et al. 2024). Tuck and Yang (2014) also advocate for
a politics of refusal, reminding us that community members
have the right not only to participate, but also to withhold
their data when systems fail to offer safety, accountability,
or shared authorship.

Efforts to center community values as the core of data
governance still face many constraints and challenges. As
Lin et al. (2024) argue, community-based organizations
are often treated as peripheral actors in AI-for-social-good
(AI4SG) partnerships despite being best positioned to de-
fine local needs and ethical boundaries. And Tseng et al.
(2024) emphasize the practical complexity of balancing
the burden and benefits of contributors, particularly in the
clinical setting, where data contributions may be sensitive,
and long-term accountability is critical. Their findings indi-
cate the need to propose justice-centered data stewardship
that reimagine community engagement not as a one-time
act of consent, but as a sustained relationship grounded in
mutual respect and collective decision-making. Recent re-
search expands on these themes with concrete proposals for
justice-centered stewardship. Hsieh et al. (2024) advocate
for Worker Data Collectives, structures designed to redis-
tribute control over data labor to those who generate it. Simi-
larly, Foley, Sylvain, and Foster (2022) call for “community-
governed network commons” as a structural alternative to
centralized AI governance. Although growing discussions
around participatory AI governance, researchers and practi-

tioners still need to operationalize these principles into tech-
nical efforts and practices, prioritizing the autonomy and
safety of marginalized communities.

This study represents our effort to practice community-
centered, collective decision-making at scale, involving over
a hundred community participants across two countries.

Method
Recognizing the stuttered community as the key stakeholder
and knowledge bearer, we adopted a mixed-methods ap-
proach to explore our research questions. We first conducted
semi-structured interviews with eight advocates affiliated
with the stuttering community to ground our understand-
ing on the community’s values, priorities, and concerns sur-
rounding data governance. These insights then informed our
design of a survey with the broader community in China
and the U.S. to further unpack their preferences and require-
ments around the use and governance of stuttered speech
data for AI development.

Interviews with Stuttering Advocates
Participants and Recruitment To scope out the discus-
sions and considerations for community-centered stuttered
speech data governance, we conducted semi-structured in-
terviews with community representatives and domain ex-
perts. Through purposive and snowball sampling, we re-
cruited eight prominent community organizers and stutter-
ing advocates, prioritizing participants with strong commu-
nity ties and experience in collecting or sharing stuttering-
related data. Table 1 summarizes their backgrounds.

Six of the eight participants self-identified as PWS, and all
held significant professional or advocacy roles in the stutter-
ing community. Recognizing the vast heterogeneity within
the stuttering community, we intentionally sought represen-
tation across diverse backgrounds, cultural contexts (the US
and China), and areas of expertise, ranging from academia,
technology, healthcare, to community organizing.

Data Collection Procedure Interviews were conducted
by the first and the last author via Zoom, and lasted between
60 to 90 minutes. With participants’ consent, each session
was recorded and transcribed using automated speech-to-
text software. Each participant received a $50 Amazon e-
gift card as compensation. The interview focused on un-
derstanding ethical, inclusive, and community-centered ap-
proaches to stuttered speech data governance: 1) We started
by asking participants to share their personal and profes-
sional backgrounds, including their connection to the stut-
tering community and any previous experiences with data
collection or technical design, which allowed them to reflect
on the positive and negative aspects of those experiences.
2) Next, we introduced the data collection process of stut-
tered speech, and asked participants for feedback on how
a data collection initiative could benefit—not exploit—the
stuttering community. These conversations were informed
by a critical stance toward traditional research paradigms
that often extract data from marginalized communities with-
out returning value or agency (Paris and Winn 2013). 3) We
then asked participants about appropriate models for data



Pseudonym Primary Role(s) Background Summary

Monica Stuttering advocate, stuttering-
centered podcaster & filmmaker

PWS; creator of a popular podcast on stuttering; currently producing and direct-
ing a documentary exploring the intersection of race and disability.

Alex Stuttering community organizer,
artist

Co-leads a nonprofit dedicated to changing public perceptions of stuttering; back-
ground in arts and inclusive design.

Nancy Stuttering advocate, researcher, edu-
cator

PWS; directs a university stuttering lab, researches and teaches stuttering to future
clinicians, and organizes community-based support programs.

Eric Stuttering and LGBTQ+ advocate,
Technologist

PWS; works in healthcare IT; leads multiple social and support groups for
LGBTQ+ & stuttering voices.

Jane Stuttering advocate and commu-
nity organizer, doctoral researcher in
SLP

PWS, leads stuttering support and advocacy initiatives in both US and China; co-
founder of the largest Chinese stuttering community.

Ray Stuttering community organizer, AI
researcher

PWS, co-founder of the largest Chinese stuttering community, co-led the devel-
opment of a large Mandarin stuttered speech dataset; works on speech technology
in a large tech company in EU.

Terasa Stuttering community organizer,
data scientist

PWS, active member in both U.S. and Chinese stuttering community, co-led the
Mandarin stuttered speech collection; works in a large tech company in the U.S.

Natalie Professor in Hearing and Speech
Sciences, co-founder of disfluent
speech database

Specialist in stuttering and communication disorders; co-founded and co-manage
one of the most widely used open disfluent speech database.

Table 1: Summary of interview participants and their expertise

use and access (e.g., open-source vs. permission-based), ac-
ceptable use cases (e.g., research, commercial, or both), and
the conditions under which commercial use might be justi-
fied. We also discussed community expectations around con-
sent, ownership, oversight, and long-term responsibility for
the dataset. 4) We concluded the interview by inviting par-
ticipants’ feedback and suggestion an ask for their willing-
ness to stay involved in reviewing projects related to stut-
tered speech data collection and governance.

Despite having a diverse set of interview participants, we
began to see consistent high-level themes emerge after the
first six to seven interviews and concluded this part of the
study after the 8th interview.

Data Analysis We used an inductive open-coding ap-
proach (Saldaña 2021; Charmaz 2014) to analyze the in-
terview transcripts. Our analysis consists of the following
steps: 1) First, the first author reviewed the transcripts of
each participant after the interview and generated initial
codes by annotating the transcripts and adding comments.
For example, we had comments such as “de-identification”,
“controlled access” to describe the measures of data safe-
guards. 2) Next, the first author discusses the transcripts with
the last author who also conducted the interview. Through
this discussion, the first author refined the initial comments
into a set of agreed-upon codes, organized these codes into
broader categories. For example, codes such as “Ongoing
updates”, “Data use reports” were group under the “trans-
parency beyond data collection” 3) Then the first author
thoroughly reviewed all the transcripts multiple times, ap-
plying codes as comments and continuously refining the
coding scheme through an iterative process. 4) Finally, the
whole team collaboratively identified key thematic insights

emerging from the categorized codes and synthesized these
insights for reporting.

Survey with Stuttering Community Members in
China and the US
Guided by the insights from the interview study, we de-
signed and distributed an online survey to gather broader in-
puts from members of the stuttering communities in China
and the US. The two contexts offered a contrast in pri-
vacy laws, trust, and surveillance, shaping our lens for in-
terpreting similarities and differences in governance val-
ues. The survey focused on ethical concerns, data-sharing
preferences, and expectations for stuttered speech data use
and governance. To explore the potential influence of de-
mographic factors (e.g. age, education) and the stigma of
stuttering on data governance, we also collected basic de-
mographics and attitudes towards stuttering in the survey.

Participants and Recruitment We recruited participants
who self-identified as people who stutter through stuttering
advocacy and support organizations both in China and the
US. We included participants across different age groups,
gender identities, educational backgrounds, and stuttering
severity levels to reflect the diversity of PWS communities
in each country. A total of 149 participants completed the
survey, with 83 respondents from China and 66 from the US
(English-speaking). See detailed breakdown of genders, age
groups, and severity of stuttering in Table 2. Participants re-
ceived 20 RMB or $10 USD for completing each survey,
with the option to donate their compensation to a designated
community organization. The compensation amount was de-
termined in consultation with our partner community orga-
nizations. Each survey took approximately 10–15 minutes.



Category Chinese (n=83) U.S, (n=66)
Gender
Male 49 (59.0%) 44 (66.7%)
Female 34 (41.0%) 21 (31.8%)
Non-binary – 1 (1.5%)
Age
Under 18 2 (2.4%) 2 (3.0%)
18–24 16 (19.3%) 8 (12.1%)
25–34 53 (63.9%) 19 (28.8%)
35–44 9 (10.8%) 20 (30.3%)
45+ 3 (3.6%) 17 (25.8%)
Stuttering Severity
Covert 9 (10.8%) 14 (21.2%)
Mild 32 (38.6%) 22 (33.3%)
Moderate 34 (41.0%) 25 (37.9%)
Severe 8 (9.6%) 5 (7.6%)

Table 2: Demographics of survey participants

Survey Questions We designed the survey to collect both
demographic and attitudinal data on participants’ experi-
ences of stuttering, attitudes toward speech data sharing,
privacy concerns, and preferences for governance and par-
ticipation in stuttered speech datasets. The survey included
a mix of Likert-scale, multiple-choice, with several open-
ended items inviting elaboration. We developed the English
and Simplified Chinese versions of the survey, and the trans-
lation was verified by bilingual researchers to ensure cross-
linguistic consistency. The survey consists of the follow-
ing sections: 1) Stuttering background, including questions
about stuttering identity, gender, age, education level, city
of residence, and professional field, prior experience par-
ticipating in stuttering speech data collection; 2) Personal
experiences and attitudes to stuttering, including percep-
tions of stuttering severity, frequency of avoidance behav-
iors, and internalized negative attitudes toward stuttering; 3)
Data sharing preferences, including ratings on comfort level
of sharing speech data with different types of institutions—
ranging from universities and nonprofits to government, cor-
porate, and media entities, acceptability of various purposes
for which their data might be used, motivating factors (e.g.,
compensation, being kept informed, data anonymization);
4) Concerns about the potential risks, such as data mis-
use, privacy breaches, and the development of discrimina-
tory or harmful generative AI content; 5) Governance and
protection mechanisms, including rating the importance of
the protection measures such as easy ways to delete data,
pre-screening of data users’ qualifications, and open com-
munication channels, and regular updates on the data use.

Data Analysis We administered the English survey
through Google Forms and the Chinese survey through Ten-
cent Questionnaire. We used Python to conduct descrip-
tive statistics and nonparametric inferential tests to exam-
ine cross-geographical patterns in attitudes, preferences, and
concerns surrounding stuttered speech data collection and
governance. We conducted non-parametric comparisons us-
ing the Mann-Whitney U test, which is suitable for ordinal

data and does not assume normal distribution of responses
(Jamieson 2004).

Interview Findings
Despite our efforts to prioritize the inclusion of stuttering
advocates with prior experience in stuttering data collection
in this study, we found that only a few interviewees had
the time or capacity to meaningfully engage with data gov-
ernance frameworks or the data justice movement prior to
our study. Nevertheless,there was a shared recognition of the
need for representative stuttered speech data to support the
development of stuttering-friendly speech AI, as well as en-
thusiasm for stutterer-led, community-centered approaches
to data collection and governance. Alongside the enthusi-
asm, interviewees offered important considerations and con-
structive insights on how to collect, share, and safeguard
community data responsibly.

Motivating Data Contribution: Transparency and
Community Benefits
We identified a shared belief among advocates that peo-
ple who stutter are typically generous in contributing their
voices to community-benefiting initiatives, when the bene-
fits and goals are clearly communicated to them. Alex em-
phasized that PWS are more motivated to contribute when
their participation is clearly linked to meaningful contribu-
tions to their own community.

The biggest thing is clearly communicating that par-
ticipants have a real opportunity to meaningfully im-
pact the development of the technology and play a sig-
nificant role in how it’s created. . . . If it’s just framed
as, “We’re collecting speech samples for X research
project,” it can feel unclear or unmotivating. But if
it’s presented as, “You have the chance to be one of
50 people helping to create accessible AI for people
who stutter,” that’s exciting.

One example of articulating the meaningful role contrib-
utors would play is the Library of Disfluent Voices, an open-
source collection of voice recordings voluntarily contributed
by PWS to celebrate stuttering and speech diversity. Led by a
stuttering advocacy and support organization, this initiative
has attracted contributors from various ages, genders, and
racial and ethnic backgrounds, many of whom use their real
names. Despite the potential privacy risks of open-sourceing
speech data, Alex expressed,

The rewards likely outweigh the risks... People knew
when they were recording that they were contribut-
ing to a public project, that their voices would be
used to create music, and that their recordings would
be available online. We maintained transparency and
clear communication around the process.

This sentiment aligns with findings from previous re-
search (Li and Wu 2024), highlighting the community’s con-
structive agency and the need to restructuring the AI data
ecosystem – from merely consuming community data to col-
laboratively building with the community.



Building Ethical Consent: Bridging Community
Goals and Resource Constraints
Informed consent emerged as a fundamental component
of ethical practice in our interviews. Natalie shared con-
sent forms she developed for an established clinical speech
dataset platform which outlines critical information clearly,
including the study’s purpose, eligibility criteria, detailed
procedures, potential benefits, anticipated risks and discom-
forts, confidentiality guarantees, compensation, the volun-
tary nature of participation, participants’ rights to withdraw,
and essential contact information for inquiries. She empha-
sized that adopting a similar consent process will ensure par-
ticipants are thoroughly informed and empowered to make
autonomous decisions regarding their data.

Beyond the basic consent, several of our advocates em-
phasized the importance of tiered consent for participant-
centered data governance. Rather than a one-size-fits-all
agreement, participants should be granted fine-grained con-
trol over what types of data (e.g., audio, video) they con-
tribute and how the data is stored, shared, or made public.
As Nancy suggested,

If you’re hoping to contribute some stuttered voices to
[a] database that’s open access, I wonder if there are
different tiers that a participant can agree to, like if
they agree to both audio and video being put into the
database, or if they just want audio . . . giving people
some choices about what they’re okay with.

While Natalie and Nancy were able to leverage estab-
lished ethical frameworks and institutional support such as
the IRB to implement effective, informed consent for their
data collection participants, grassroots, community-led ini-
tiatives often lack the resources and the know-hows needed
to design an effective consent process that meets their values
and goals. Alex, for instance, shared his experience devel-
oping the release form for the Library of Disfluent Voices.
Due to limited time and resources, the initial version was as-
sembled using generative AI tools with small adjustments to
meet pressing project needs, “We had to get some stock lan-
guage up because we were running out of time and needed
participants to sign. Most of it came from ChatGPT, which
we then adjusted.” As a result of this ad-hoc approach, the
release form of Disfluent Voices uses generic yet compre-
hensive consent language that allows broad future uses of the
contributed data, and some of which might not align with the
community’s expectations and goals. As Alex later noticed,

When we filled out the form, I didn’t think that at some
point, a tech company might want to use these record-
ings as well for a different project.

While Alex planned to seek legal consultation to enhance
the consent form for Disfluent Voices, he acknowledged the
resource limitations that hinder this process.

This practical challenge in designing a community-
centered consent process not only undermines the commu-
nity’s values and goals, but also introduces additional liabili-
ties and risks for individuals in the community. For instance,
Monica used a release form adapted from a filmmaker friend
to record video and audio data of people who stutter for her

advocacy podcast and documentary film. However, the le-
gal liability currently falls on her personally, and she recog-
nizes the need to form a limited liability company (LLC) for
legal protection in the future – once she has the necessary
resources and capacity.

These experiences underscores a critical need for accessi-
ble legal guidance, consent templates, and operational sup-
port tailored for grassroots and low-resourced communities
that enable them to both participate in and design respectful,
ethical data consent process.

Safeguarding Community Data: Navigating Open
Access and Heighten Privacy Risks
The community’s willingness to engage in community-
centered data initiatives does not imply indifference to the
associated privacy and data security risks. On the contrary,
advocates emphasized the importance of safeguarding, es-
pecially when dealing with sensitive, identity-linked speech
data. For example, advocates espoused essential practices
such as data de-identification, straightforward mechanisms
for participants to request data deletion, and ongoing, trans-
parent monitoring on how data is utilized. Nancy empha-
sized the inherent complexity involved in managing these
competing needs: “It is a challenge balancing open science
with protecting participants’ confidentiality.”

Additionally, advocates underscored the need for con-
trolled access to sensitive datasets. Four had experience with
publishing speech data through access-by-request mecha-
nisms hosted on project websites. Natalie elaborated on
the benefits of password-protected mechanism for disfluent
speech datasets, suggesting that even partial restrictions on
data access can reassure potential contributors:

We still have password-protected data, and while it
might technically be open access, it’s not that you
simply ask for a user account and then everything is
open to you...that may help you get the data collected,
because people have less to worry about if data is
password protected.

While this approach prioritize data protection, these ad-
vocates also believed that stuttered speech data holds greater
value when shared with researchers and companies actively
working on stuttering-friendly technologies, and thus should
be made accessible in ways that both support innovation and
respect contributors’ rights and dignity.

To address this, Natalie recommended sharing commu-
nity datasets through established platforms with controlled
access that allows contributors to retain a degree of control
through community approved terms of use for third-party
data users. This approach consists of a request and approval
process to access the data, requirement to cite and attribute
of dataset creators, and explicit prohibition of certain use
cases that fall outside the consented scope. As she explained:

The data cannot be used without some sort of permis-
sion... it will ask that people who use it have to cite
it... and then uses other than, for instance, teaching
and software development are expressly prohibited.

Natalie also shared an example where a non-community
member requested access to the speech data for an art instal-



lation, which Natalie denied. This decision was driven by
the incongruence between the use case and the purpose for
which participants consented to share their data.

We had a request that we turned down where some-
body said, I want to make an art installation... and
it’s like no, no. That is not why people gave us these
recordings.

The access and privacy considerations around speech data
can be further complicated by geo-political tensions. Ray
and Teresa shared the significant challenges they faced in
sharing the Chinese stuttered speech data they collected with
researchers outside China, especially in navigating regula-
tions around cross-border data transfer and regional personal
data laws. It took them nearly a year of time and significant
legal resources to address these issues.

Beyond community-controlled bulk data access and shar-
ing, our interviewees also shared their existing practices and
recommendations for protecting the privacy of individual
data contributors.

Natalie emphasized the importance of offering simple and
accessible mechanisms for data deletion, given the sensitiv-
ity of speech and video data of PWS. While data contributors
may initially consent to share their recordings, their comfort
levels and expectations may evolve over time—especially as
they see how their data is used or consider potential future
contexts of use. Natalie shared the example of receiving a
request of data removal from a data contributor years later,
and how she willingly complied to such requests. This ex-
ample underscores the need for infrastructure that supports
data contributors’ decision making about their data long af-
ter data have been collected and shared.

Ray, Terasa, and Natalie also described their approach
to de-identify speakers in stuttered speech data by manu-
ally redacting names and other personal identifiable infor-
mation from recordings and transcripts. While this process
is highly labor-intensive and time-consuming, the effective-
ness of such measures remains uncertain—especially given
the uniquely identifiable nature of stuttering and voice data.

To summarize, while the advocates recognize the com-
munity’s needs for comprehensive privacy protection and
fine-grained, long-term control of their data, they currently
lack the tools and infrastructures to effectively meet these
needs while supporting open access and broader sharing of
the community data.

Transparency Beyond Collection: Keeping
Participants Informed
Besides during the initial data collection, the importance of
transparency in data governance was also underscored by
Eric’s prior experience participating in a speech recording
study. While he was willing to contribute his data to im-
prove speech technologies, he was never informed about the
outcomes or the specific way that his data was used. This ab-
sence of transparency and communication left him uncertain
about the broader impact and benefits of his involvement.
Similar experience and sentiment was shared by Monica.
Nancy addressed this concern, stressing the ethical respon-

sibility of researchers to ensure participants maintain auton-
omy and clarity regarding the use of their data:

We need to tread very carefully and ensure that par-
ticipants have full autonomy over what they are com-
fortable sharing and how. It’s not just about sharing
for the sake of a current project, but also about how
their data is stored and shared beyond that.

Nancy’s perspective highlights the need for transparent and
sustained engagement with participants beyond the initial
data collection. Such engagement can include ongoing up-
dates about data usage, storage practices, and any secondary
applications. In particular, Jane recommended establishing
persistent and proactive communication channels with par-
ticipants and the broader community. For example, she sug-
gested providing regular and accessible updates about the
project’s status, milestones, and outcomes via a website: “If
you have a website, people can check the progress of the
project.” Such transparency would empower participants,
fostering a deeper sense of ownership and involvement.

Survey Results
Attitudes Towards Stuttering
To understand the societal contexts and constraints around
stuttering and data sharing, we first assess the participants’
general attitudes towards stuttering. Aligned with previous
findings (Ip et al. 2012; Ma et al. 2023), Chinese respondents
reported higher self- and social stigma, which may disincen-
tivize data contribution.

Negative thoughts toward stuttering. Participants were
asked “how many negative thoughts or feelings do you gen-
erally have about stuttering? (1 = None, 5 = Many)”. On av-
erage, Chinese participants reported significantly more neg-
ative thoughts toward stuttering (Mean = 3.60) compared
to U.S. participants (Mean = 3.03). As shown in 1, 71.4%
of Chinese participants (60 out of 84) reported substantial
negative thoughts (i.e. “Quite a few” or “Many”) towards
stuttering, compared to 40.9% in the US participants, indi-
cating greater internalized stigma and lower public accep-
tance in Chinese sample.
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Frequency of avoiding stuttering. Participants rated how
frequently they avoid speaking situations due to stuttering
on a 5-point Likert scale (1 = never, 5 = always). Fig. 2
shows 61.9% of Chinese participants (52/84) and 53.0%
of U.S. participants (35/66) reported avoiding often or al-
ways. The average avoidance score was also higher for Chi-
nese participants (Mean = 3.76) than for U.S. participants
(Mean = 3.38). This suggests that Chinese participants are
more likely to mask their stuttering and identity as PWS.
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Figure 2: Distribution of frequency of avoiding stuttering.

Considerations for Data Contribution
Despite different levels of societal pressure around stutter-
ing, participants from both countries share similar concerns
and considerations when contributing their speech data.

Participants were asked to rate the importance of four fac-
tors that could influence their willingness to share data: be-
ing informed on who has access to their data, receiving regu-
lar updates on research or project outcomes, receiving com-
pensation, and anonymization of data. As shown in Fig. 3,
while all four factors were rated as important by participants
from both countries, statistically significant higher ratings
were observed in Chinese participants in three factors: re-
ceiving regular updates (U = 1625.50, p < 0.0001), receiv-
ing compensation for data contribution (U = 1980.50, p =
0.0030), and data anonymization (U = 2006.00, p =
0.0021). No significant difference was found for the impor-
tance of being informed about who has access to the data
(U = 2852.50, p = 0.6197), which suggests that trans-
parency around data access is equally valued by both groups.
Also, receiving compensation was rated as the least impor-
tant factor by participants in both countries, confirming the
finding on intrinsic over extrinsic motivation reported in pre-
vious research (Li and Wu 2024).

Data Sharing Preferences and Concerns
To better inform the decision on data share and use cases, we
asked the participants to rate on their preferences to share
data with different entities and for different purposes, and to
share their biggest concerns around data sharing.

Preferences for Data Users. Participants rated their will-
ingness to share data with five types of institutions: univer-

sities and academic researchers, nonprofit organizations fo-
cused on stuttering, government agencies, for-profit compa-
nies, and media agencies. These options were drawn from
previous research on data share and stewardship (Tseng et al.
2024; Berke et al. 2024). Both Chinese and U.S. groups
showed a clear preference for sharing data with universi-
ties and stuttering-focused nonprofit organizations, while
expressing greater hesitation to share data with the media
and for-profit companies. Despite earlier findings on Chi-
nese citizens’ stronger acceptance of government use of bio-
metric data (Kostka, Steinacker, and Meckel 2021), we find
data use by government agencies occupies a middle ground
for both groups.

Preferences for Data Usage Goals.

Data Protection and Governance Measures
Participants were asked to rate their level of acceptance re-
garding the use of their speech data for various purposes, in-
cluding improving technology systems, supporting training
for Speech-Language Pathologists, social advocacy to raise
public awareness about stuttering, academic research, and
commercial product development. These options were de-
rived from our interview study with community advocates.
Overall, participants across both groups were supportive of
data sharing for public benefit, including technology im-
provement, training speech language pathologists, and advo-
cacy. We observed significant differences emerged for aca-
demic research (U = 2265.50, p = 0.0190) and especially
for commercial product development (U = 1637.00, p <
0.0001), where Chinese participants demonstrated greater
acceptance than their U.S. counterparts, as shown in Fig 4.

Concerns About the Risks of Data Sharing. Participants
were asked to rate their level of concern regarding three po-
tential risks of data sharing: (1) data being used to develop
discriminatory technologies against PWS, (2) leakage of pri-
vate and sensitive information, and (3) data being used to
create harmful AI-generated content. These potential risks
were drawn from discussions with advocates in our inter-
view study. As shown in Fig 5, participants from China and
the US shared moderate to high levels of concern across all
three categories. Mean concern scores were slightly higher
for the Chinese community – for example, concern about
discriminatory technologies averaged 3.83 among Chinese
participants and 3.44 among US participants.

Participants were asked to evaluate the importance of four
data protection and governance measures: (1) pre-screening
data users’ qualifications and motivations, (2) receiving reg-
ular updates on how the data is used, (3) open communica-
tion channels for community feedback and questions, and
(4) easy options for deleting personal data. Overall, both
Chinese and U.S. participants rated these measures as im-
portant, with mean scores clustering between 4.0 and 4.4
on a 5-point scale. Chinese participants rated regular up-
dates on data use significantly more important than U.S.
participants (U = 2099.00, p = 0.0098), which suggests a
stronger expectation for ongoing transparency and account-
ability. No statistically significant differences were observed
for the other three items.
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Discussion
Community-Centered Disability Data Governance
This study extends prior literature by exploring how trusted
relationships within the stuttering community can translate
into governance preferences for AI data. Prior work showed
how direct involvement of PWS in the design and develop-

ment process not only empowered contributors, but also fos-
tered sustained trust in the organizational stewards(Li and
Wu 2024; Li, Wu, and Leshed 2024; Li et al. 2025). Our
findings suggest that this trust carries over into preferences
around data governance: participants were generally more
comfortable sharing data with universities and nonprofit or-
ganizations than with commercial or media entities, and em-
phasized priorities such as transparency, consent, and con-
tributor agency.

Our study aligns with longstanding critiques that people
with disabilities are often excluded from meaningful roles
in shaping how their data is collected, governed, and used,
despite being central to the functioning and evaluation of
AI systems (Zuboff 2023; Tuck and Yang 2014; Park et al.
2021). Both our interviews and surveys revealed strong com-
munity interest in being involved throughout the full data
lifecycle. Participants emphasized a desire for control mech-
anisms such as flexible consent, contributor review of reuse
requests, and regular updates on data applications.

These preferences resonate with recent calls for
“disability-first” and participatory data stewardship models
(Theodorou et al. 2021; Whittaker et al. 2019), and align
with the broader shift in data justice literature toward gov-
ernance as an ongoing relationship rather than a static act
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(Tseng et al. 2024; Tran et al. 2022). Our findings also echo
Erete et al.’s recommendation to “set the table” early in
community-tech collaborations by formalizing shared val-
ues, transparency commitments, and IP arrangements (Erete
et al. 2025). Such grounding ensures that data partnerships
are built on trust and reciprocity, not just access. As a trusted
steward, we view our role not simply as protecting data pri-
vacy, but as facilitating a governance structure that centers
the community’s agency and evolving priorities.

Variation in Social Stigma, Convergence in
Governance Values

While our interviews and surveys highlight socio-
geographical differences in how stuttering is experienced—
especially the heightened stigma and avoidance behaviors
reported among Chinese participants—our analysis
nonetheless showed remarkable similarity in data gover-
nance preferences. In both China and the US, participants
favored data uses that directly benefit the stuttering com-
munity, such as ASR technology improvement, advocacy,
and speech therapy. This similarity is notable given the sub-
stantial differences in actual risk: technological surveillance
is more pervasive in China, and legal remedies for data
misuse are more limited, whereas in the U.S., protections
are fragmented but civil society and advocacy groups play
a more active oversight role. A possible explanation is that
perceptions of risk may stem less from objective harm and
more from shared experiences of marginalization. In both
contexts, PWS face similar barriers in speech technologies,
stigma, and limited agency over their data, which may
outweigh differences in surveillance intensity.

Furthermore, there was a shared concern on the use of
stuttered speech data by commercial or media entities, espe-
cially without community oversight or control. This reflects
a growing awareness of the risks posed by extractive data
practices, including misuse, misrepresentation, and loss of
control (Zuboff 2023; Benjamin 2018).

Limitations and Future Work
As we center the stuttering community’s perspectives in
the collection and governance of their own data, we rec-
ognize that many participants, even stuttering advocates,
lacked prior experience with data governance frameworks
or technical expertise in AI. As a result, participants often
expressed their values and goals in broad terms rather than
through specific legal or technical requirements, echoing
prior findings that historically marginalized communities
lack literacy or opportunity to engage in decisions around
data use and infrastructure (Wong 2023; Lin et al. 2024;
Erete et al. 2025). This highlights the need for future work
to translate community values into actionable, enforceable
governance mechanisms, such as consent structures, access
protocols, and terms of use agreement—the unglamorous
but essential details for implementing inclusive, community-
driven governance.

Second, while we strove to make our interview and sur-
vey questions accessible and grounded in real-world exam-
ples, we acknowledge that the design of governance sys-
tems involves complex trade-offs that are difficult to capture
through short-term engagements Our engagement methods
were limited by varying levels of digital literacy and prior
experience with the abstract concept of data governance. Fu-
ture work should explore participatory design methods that
scaffold literacy around data use and sharing such as through
scenario-based workshops or speculative design.

Conclusion
This paper examines the ethical governance of stuttered
speech data through a disability-centered, community-led
lens, drawing on interviews and surveys with people who
stutter in the US and China. Our findings highlight that
despite socio-geographical differences, participants share
common governance values—emphasizing transparency,
agency, and protection from harm. Our study offers im-
portant insights into community preferences and priorities
around the governance of stuttered speech data, calling for a
shift from extractive practices to participatory stewardship.



Positionality Statement
We acknowledge that our personal backgrounds and iden-
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sional connections within the stuttering communities in the
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to engage participants who are deeply involved in stuttering
advocacy, research, and grassroots.
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